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The “Why” of Cisco
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IT Priorities Survey—2017 

BRKSDN-2777

https://blogs.cisco.com/enterprise/why-digital-success-depends-on-the-right-network

https://engage2demand.cisco.com/LP=8802
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Why Transform Digitally?

• According to Harvard Business Review, 

companies that master digital transformation 

generate:            

https://hbr.org/product/leading-digital-turning-technology-into-business-transformation/17039E-KND-ENG

9%

26%

more revenue than their industry 

peers, and

more profits than their 

industry peers
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Transforming Customer Experiences
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Transforming Customer Experiences
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Transforming Employee Experiences
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Transforming Operations
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3X “Digital business requires faster delivery 
of services to the business, ultimately 
requiring enterprises to change network 
operations processes and tooling.” 
– Gartner2

1. IDC Digital Network Readiness Survey – Commissioned Survey by Cisco
2. Gartner: Predicts 2017: Enterprise Networks and Network Services Published: 18 November 2016 ID: G0031642

Business at the 
Speed of Digital

more organizations 
intend to be 

digital ready in 

2 YEARS
– IDC1
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Achieving Business Agility via Network Architecture

• “Digital success depends on being able to move with speed and capturing 

opportunities faster than the competition. This requires a dynamic and flexible IT 

foundation. However, a business is only as agile as its least agile component 

and, in many cases today, that’s the network.”

—a ZK Research, Digital Success White-Paper, 2017.

BRKSDN-2777 10
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Scale

Exponentially-Evolving 
Infrastructure

63 million new devices 
online every second 

by 20201

Complexity

Slow and Error-Prone 
Operations

3X spend on 
network operations 

vs network2

Security

Unconstrained 
Attack Surface

6 months to 
detect breach3

Unprecedented Demands on the Network

1:  Gartner Report - Gartner’s 2017 Strategic Roadmap for Networking
2. McKinsey Study of Network Operations for Cisco – 2016
3. Ponemon Research Institute Study on Malware Detection, Mar 2016
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The Need for 
a New Network Constantly Learning

Support 100X new devices, apps, users

Constantly Adapting
Respond Instantly to business demands with 
limited staff and budget

Constantly Protecting
See and predict issues 
and threats and respond fast

The more you use it, 
the smarter it gets.



I N T E N T CONTEXT

S E C U R I T Y

L E A R N I N G

Powered by intent, 
informed by context.
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Customer Challenges

“It takes [us] 4 months and $1M to push a QoS change… 
I view the administrator as being a business analyst via a central 
station without needing to have any understanding of QoS
models and low level device attributes” 

—Wall Street Financial Customer

BRKSDN-2777 14
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ip access-list extended APIC_EM-MM_STREAM-ACL
remark citrix - Citrix
permit tcp any any eq 1494
permit udp any any eq 1494
permit tcp any any eq 2598
permit udp any any eq 2598
remark citrix-static - Citrix-Static
permit tcp any any eq 1604
permit udp any any eq 1604
permit tcp any any range 2512 2513
permit udp any any range 2512 2513
remark pcoip - PCoIP
permit tcp any any eq 4172
permit udp any any eq 4172
permit tcp any any eq 5172
permit udp any any eq 5172
remark timbuktu - Timbuktu
permit tcp any any eq 407
permit udp any any eq 407
remark xwindows - XWindows
permit tcp any any range 6000 6003
remark vnc - VNC
permit tcp any any eq 5800
permit udp any any eq 5800
permit tcp any any range 5900 5901
permit udp any any range 5900 5901
exit
ip access-list extended APIC_EM-SIGNALING-ACL
remark h323 - H.323
permit tcp any any eq 1300
permit udp any any eq 1300
permit tcp any any range 1718 1720
permit udp any any range 1718 1720

Intent-Based 
Application PolicyLegacy QoS Policy

BRKSDN-2777 15
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Deploy End-to-End QoS Policies in Minutes

EM

EasyQoS seamlessly interconnects all types of 
hardware and software queuing models to achieve 
consistent and compatible end-to-end treatments 
aligned with the expressed business-intent

BRKSDN-2777 16



“QoS rollouts were once 6-month 
projects costing over $200K. 
With Cisco APIC EM Easy QoS, 
we will go from months to minutes 
with nominal costs.”

Cisco Live Berlin Keynote Video (~21 min in)
https://www.ciscolive.com/online/connect/sessionDetail.ww?SESSION_ID=93610&backBtn=true
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Software Defined Access
Secure Segmentation and Onboarding

Completely Automated | Policy follows Identity | Minimize Lateral Threat Movement

Guest Virtual Network

Group 5 Group 6

IoT Virtual Network

Group 3 Group 4

Employee Virtual Network

Group 1 Group 2

Devices

Apps

Drag & Drop to 
apply policy

IT Simplicity
• No VLAN, ACLs or IP Address 

management required
• Single network fabric
• Define one consistent policy

Security
• Simplified Micro-Segmentation
• Policy enforcement

Users

BRKSDN-2777 18
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SD-Access Business Value Delivered

67%

80%

48%Improvement in 
Network Provisioning

Improvement in  Issue 
Resolution

Reduction in        
Security Breach Impact

https://www.ciscolive.com/latam/learn/keynotes/

61%Reduction in      
Operating Expense

BRKSDN-2777 19
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Where is IT Spending Their Time?
Finding the Source of an issue, is a complex, end-to-end problem

WAN

Office Site Network Services DC

Client Density

Client Firmware

AP Coverage

RF Noise/Interf.

WLC Capacity

WAN QoS, 
Routing, ...

WAN Uplink 
Usage

Authentication

End-User 
Services Configuration

Addressing

Impacts Join/Roam

Impacts Join/Roam

Impacts 
Quality/
Throughput

Impacts Both*Impacts Both*

Impacts 
Both*

Impacts 
Both*

Impacts 
Both*

Impacts Quality/Throughput

Impacts Quality/Throughput

Impacts Join/Roam

APs

Local WLCs

ISE

DHCP

Mobile Clients

CUCM

Prime

43%
Of IT time spent 
troubleshooting; 

#1 consumer of time

Source: Cisco DNA Customer Survey, June 2016

BRKSDN-2777 21
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Transforming the Network with Big Data Analytics

Data

Insight

Information

Action 

Create value at the right timeExtract meaningful insights from data

Bu
sin

es
s b

en
ef

it

Volume

Data size
• TB per day
• Streaming telemetry,

NetFlow, Syslog, SNMP, 
logs

Velocity

Data speed
• Firehose
• Streaming, low-latency 

push/pull 

Variety

Data forms
• Structured, unstructured 
• Switch, router, AP, 

IoT sensor, firewall, 
load balancer, DHCP, DNS

Veracity

Data trustworthiness
• Quality, validity
• Internal, partner, public

Analytics 

BRKSDN-2777 22
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—Theatre Critic

“By all means go and see this play”

(as quoted in an advertisement by the play’s performers)

The Value of Context

BRKSDN-2777 23
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—Theatre Critic

“If triviality 
is what you happen to be wanting, 
by all means go and see this play”

The Value of Context

BRKSDN-2777 24
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DDI

NetFlow

AVC

Topology

Location

Device

Analytics 
Engine

User: George BakerGroup: Marketing

Contextual Correlation Example
ISEISE

BRKSDN-2777 25
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DDI

NetFlow

AVC

Topology

Location

Device

Analytics 
Engine

User: George BakerGroup: Marketing

Contextual Correlation Example
ISEISE

DDI

Source IP: 1.1.1.2

BRKSDN-2777 26
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DDI

NetFlow

AVC

Topology

Location

Device

Analytics 
Engine

User: George BakerGroup: Marketing

Contextual Correlation Example
ISEISE

DDI

Source IP: 1.1.1.2

Dest IP: 2.2.2.2

Dest Port: 80 ?

Dest IP: 3.2.2.2

Dest Port: 80 ?

NetFlow

BRKSDN-2777 27
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DDI

Netflow

AVC

Topology

Location

Device

Analytics 
Engine

User: George BakerGroup: Marketing

Contextual Correlation Example
ISEISE

DDI

Source IP: 1.1.1.2

Dest IP: 2.2.2.2

Dest Port: 80

NetFlow

Dest IP: 3.2.2.2

Dest Port: 80

AVC ?

?
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TopologyTopology

Location

Device

Analytics 
Engine Source IP: 1.1.1.2

Dest IP: 2.2.2.2

Dest Port: 80

Dest IP: 3.2.2.2

Dest Port: 80

User: George BakerGroup: Marketing

Topology

Contextual Correlation Example

DDI

Netflow

AVC

Location

Device

ISEISE

DDI

NetFlow

AVC

BRKSDN-2777 29
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Location

Device

Analytics 
Engine Source IP: 1.1.1.2

Dest IP: 2.2.2.2

Dest Port: 80

Dest IP: 3.2.2.2

Dest Port: 80

User: George BakerGroup: Marketing

Location

Building 24 1st Floor

Contextual Correlation Example

TopologyTopologyTopology

DDI

Netflow

AVC

ISEISE

DDI

NetFlow

AVC

BRKSDN-2777 30
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Device

Analytics 
Engine Source IP: 1.1.1.2

Dest IP: 2.2.2.2

Dest Port: 80

Dest IP: 3.2.2.2

Dest Port: 80

User: George BakerGroup: Marketing

Building 24 1st FloorDevice

No Layer 2 QoS
marking for Webex

Contextual Correlation Example

LocationLocation

TopologyTopologyTopology

DDI

Netflow

AVC

ISEISE

DDI

NetFlow

AVC

BRKSDN-2777 31
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What is Machine Learning?
• Machine learning is an application of artificial intelligence (AI) that provides systems the ability to 

automatically learn and improve from experience without being explicitly programmed to do so
• The process of learning begins with observations of data, and looking for patterns within the data so as to 

make increasingly better correlations, inferences and predictions
• The primary aim is to allow these systems to learn automatically without human intervention or 

assistance and adjust actions accordingly

BRKSDN-2777 33
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Machine Learning Algorithms 
build their models using 
hundreds of inputs

APs

WAN

Local WLCs

Network Services DCOffice Site

ISE

DHCP

Mobile Clients

CUCM

APIC-EM

~

~

~

~

~

~

~

~
~

~

~

~

RF & EDCA 
behavioral metrics,..

Queuing, Dropping, WRED 
behavioral metrics…

Device type, OS release, 
behavioral metrics, ...

WAN & core
network metrics ..

Application metrics, user 
feedback, failure rate, ...

... and more

BRKSDN-2777 34
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The Network MUST be secure!

BRKSDN-2777 36
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The Network MUST be secure!
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© 2018  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Encryption is changing the threat landscape

Percentage of the IT budget earmarked for encryption Source: Thales and VormetricExtensive deployment of encryption

Straight-line
projection

16%
20% 19%

22% 23% 23%
25%

27%
30%

34%

41%

60%

50%

FY05 FY06 FY07 FY08 FY09 FY10 FY11 FY12 FY13 FY14 FY15 2016 2017

Based on Cisco threat grid analysis, 2017

Percentage of malware

Dec Jan Feb Mar Apr May

25%

10%

Gartner predicts that by 2019 
80% of all traffic will be encrypted

BRKSDN-2777 38
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Providing Security While Maintaining Privacy!

Encrypted Traffic

Non-Encrypted 
Traffic

Enterprises are embracing encryption—
but so are attackers

Problem Statement
How can we identify malware without decrypting traffic? Is this even 

solvable?

80%
of organizations are 

victims of malicious activity

41%
Of attacks used encrypted 
traffic to evade detection

39
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Encrypted Traffic Analytics (ETA)
Visibility and malware detection without decryption

Malware in encrypted traffic

Is the payload within the TLS
session malicious?
• End to end confidentiality
• Channel integrity during inspection
• Adapts with encryption standards

Cryptographic compliance

How much of my digital business uses 
strong encryption?
• Audit for TLS policy violations 
• Passive detection of

Ciphersuite vulnerabilities
• Continuous monitoring of network opacity

BRKSDN-2777 40
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Make the most of the
unencrypted fields

Identify the content type through 
the size and timing of packets

Initial data packet Sequence of packet 
lengths and times

How can we inspect encrypted traffic?

Self-Signed certificate

Data exfiltration

C2 message

Who’s who of the Internet’s
dark side

Threat
intelligence map

Broad behavioral information about the 
servers on the Internet.

BRKSDN-2777 41
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• HTTPS header contains several 
information-rich fields.

• Server name provides domain information.

• Crypto information educates us on 
client and server behavior and 
application identity.

• Certificate information is similar to whois
information for a domain.

• And much more can be understood when we 
combine the information with global data.

Initial Data Packet (IDP) Analysis

IP H
eader

TC
P H

eader

TLS Header
TLS version

SNI (Server Name)
Ciphersuites

Certificate
Organization

Issuer
Issued
Expires

Initial data packet

Initial Data Packet

BRKSDN-2777 42
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Benign vs. Malicious Behavior

BRKSDN-2777 43
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Page Refresh
Autocomplete

Initial Page Load

C
lie

nt
-to

-S
er

ve
r

S
er

ve
r 

–t
o-

C
lie

nt

Keystrokes

Sequence of Packet Lengths and Times Analysis:
Google Search Example
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Sequence of Packet Lengths and Times Analysis:
Bestafera Example

Bestafera

Self-Signed Certificate

Data Exfiltration

C2 Message

Google Search

Page Refresh
Autocomplete

Initial Page Load

Keystrokes
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Malware detection using Cognitive Analytics

Initial data packet Threat
Intelligence Map

Sequence of packet 
lengths and times

Cloud-based
machine
learning

All three elements reinforce each other inside the analytics engine using them.

BRKSDN-2777 46
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You may want to know how your clients are doing… in two cases:

• Troubleshooting 

• Support calls, can’t connect, can’t ping XYZ… what happened? Why?

• Design Improvement Lifecycle

• How many clients can I get here? What is the breaking point for application X? What 

is traffic likely to look like in 6 months? What do I need to change, anticipate?

What is “Client Assurance”?

BRKSDN-2777 47
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DNA Assurance Client Issue Page

BRKSDN-2777 48
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Assurance “issues” have at least two angles:

• Population process
• How we define issues, define their detection, cause and remediation

• Display process
• How we display in the UI information about issues, insights, trends

What are “Issues” in Assurance

BRKSDN-2777 49
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An “issue” is potentially composed of up to 4 elements

Population Process – Building Blocks

Symptom Issue Cause Remediation 
Advice

Can’t access 
www.google.com GW is unreachable Fix STP ConvergenceLink is flapping 

because of STP issue

Sometimes, Symptom and Issue are the same (“can’t associate to Wi-Fi”)
Sometimes Issue and Cause are the same

(e.g. Symptom = AP fails to join WLC; Issue/Cause = WLC reboots)

BRKSDN-2777 50
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We can work on Issues starting from any of the first 3 blocks

Population Process – Where to Start From?

Symptom

Can’t access 
www.google.com

Why?

Association failed

No IP address

No DNS address

No DNS response

GW failed

…
The Symptom-based approach is tempting because this is what users report
However, its risk is the wild goose chase (“what if it is because…”)

BRKSDN-2777 51
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We can work on Issues starting from any of the first 3 blocks

Population Process – Where to Start From?

Issue

GW is unreachable

Because Issue can be the symptom, this can be a slippery process

Why?

Router is down
IP route issue
L2 issue

“unreachable = ping”?
…

BRKSDN-2777 52
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Third Block is Safest to Work From

Population Process – Where to Start From?

Cause

Link is flapping 
because of STP issue

Causes can be Issues (or not), but they are always traceable events that 
may have impact on users or network

BRKSDN-2777 53
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Working from Causes can be done in many ways, we chose the Follow The 
Path approach

Population Process – Event Listing

WLC Services
Routed 
Network

Client session lifecycle:
• Join the cell 
• Get an IP
• Communicate with services
• Roam
• etc

What may go wrong at this phase? 
List causes, not symptoms

Repeat for each element lifecycle
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Once Causes are defined, we can map them to Issues and Symptoms

Population Process – Correlation Map

Cause

Link is flapping 
because of STP issue

What Issue can this trigger:
• Reachability (GW, server)
• Service failures
• Performances (slow throughput)
• Etc.

What symptom will be associated:
We need to define some of them, but 
not all of them, as per our Display logic
(see later slides)
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The Correlation Map is a mesh, with many to many relationships
• A single cause can be source of multiple issues
• A single issue can result in multiple symptoms 
• A single issue can be cause by multiple different causes

Population Process – Grouping “Issues”

GW Reachability issue

Multiple possible causes
A
B
C
D
E

Multiple possible symptoms
A
B
C
D
E

BRKSDN-2777 56
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Example – Failed to Join, “Client Side Timeout”

WLC Services
Routed 
Network

802.11 auth, 802.11 assoc, should take 400 ms max*

*Based on baseline

Individual client check:

BRKSDN-2777 57
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Example – Failed to Join, “Client Side Timeout”

WLC Services
Routed 
Network

Continuous global checks:

Can we reach the gateway?
Can we reach the AAA?

What is the baseline response time?
Is the AAA service running?
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Example – Failed to Join, “Client Side Timeout”

WLC Services
Routed 
Network

802.11 auth, worked, on time
802.11 assoc, worked, on time

Individual client check:

We saw EAP ID request

We saw EAP ID response
We saw EAP type request

Response not received after timeout and retries 
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Example – Failed to Join, “Client Side Timeout”

WLC Services
Routed 
Network

All worked well until EAP request
Never got the EAP response

Individual client check:

We know that the issue is “on the client side”
How far can we dig?
• AP on WLC okay? (RTT, CAPWAP keepalives, etc.)
• Other clients on same WLAN okay?
• Client RSSI/SNR/retries?
• Is-it an EAP compatibility issue?
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Example – Failed to Join, “Client Side Timeout”

Surfacing the issue in the UI:

• We want to be process-efficient, all these checks 
are built in a Russian doll, and a mesh logic

• For example:
• RF problems cause AAA and other issues

• A broken AP affects many clients

• A broken AAA affects all new clients

• Etc.

• In other words: surface the larger issue first
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Client on boarding and connectivity insights

Wireless 
client 

Onboarding

Network 
services

RF 
connectivity

DNS

AAA

DHCP

Internet service

Association

Roaming

Wired 
client 

Onboarding

Network 
services

First hop 
connectivity

DNS

AAA

DHCP

Internet service

…

Wireless client on-boarding score Wired client on-boarding score
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Issues - client boarding issue

Client on-
boarding

Network 
services 

(raise 
these 

issues only 
if no RF 

connectivit
y issues)

RF 
connectivity

DNS

AAA

DHCP

Network 
connectivity

Association

WebAuth

RF Link 
Health
On-going
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DNA Assurance Client Issue Page
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Excessive IP Addressing
We know:

• 802.11 auth, assoc were okay, on time

• AAA phases worked, on time

• Client sent a DHCP request

• DHCP responded, but late (based on baseline)

• Why?
• Network issue
• Server issue
• Service issue
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Issues - client boarding issue

Client on-
boarding

Network 
services 

(raise 
these 

issues only 
if no RF 

connectivit
y issues)

RF 
connectivity

DNS

AAA

DHCP

Network 
connectivity

Association

WebAuth

WF1 Failed to obtain IP address – pool exhausted (1) (Issue)
WF1 Failed to obtain IP address – No response from DHCP server (1) (Issue)

WF1 Failed 802.11 Authentication & Key Exchange – Invalid username / pwd (1) (Issue)
WF1 Failed 802.11 Authentication & Key Exchange – too many failed auth (1) (Issue)
WF1 Failed 802.11 Authentication & Key Exchange – Misconfigured PSK (1) (Issue) 
WF1 Failed 802.1x Authentication & Key Exchange – Incorrect EAP method (2) (Issue) 
WF1 Failed 802.11 Authentication & Key Exchange – Expired RSA certificate (2) (Trend)
WF1 Failed 802.11 Authentication & Key Exchange – Active Directory (2) (Issue)
WF1 Failed 802.11 Association – Mac Authentication / RADIUS Server (2) (Issue)
WF1 Failed 802.11 Association – Mac Authentication / WLC (2) (Issue)
WF1 Failed Authentication & Key exchange – Various reasons (2) (Issue) 
(e.g.unexpected response from RADIUS)

Cannot reach DNS server ( reachability – cannot ping DNS server ) (1) (Issue)
DNS server not responding ( can ping DNA server, but no response from DNS server, 
config error, or server issue ) (1) (Issue)

Identify guest issues: 1) Local WLC, 2) External Web server, 3) ISE/RADIUS 

Cannot reach user specified intranet service (1) (Issue)
Cannot reach user specified internet service (1) (Issue)

RF Link 
Health
On-going

User has poor RF connection for a sustained period of time (1) RSSI > 70 dBm
/ SNR > 20 dB, 2) MCS consistent with signal, 3) Retries below < 15%, 
4) Cell channel utilization < 50%) (1) (Issue)
WF2 Misbehaving – Dual band capable client preferring 2.4 GHz when 5.0 GHz is available 

RF association failed ( specifically, step 2 or 3 ) (2) (Issue)
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Life, Once You Have Onboarded
Roaming can be an issue

• “Roaming is the same as onboarding, except that we know the client already”

Client RF may suffer

• Sticky client

• Ping-pong client

• Poor RF client

• CHDM client

Quality of experience can degrade outside of RF issues
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Issues - Wireless connected categories

Client 
experience

Roaming issues 
after client has 
successfully on 

boarded

WF2 Misbehaving – Roaming failed (1) (Issue)
WF2 Misbehaving – Sticky client (1) (FYI)
WF2 Misbehaving – 802.11r Capable client roaming slow (1) (FYI)
WF2 Misbehaving – 802.11i Capable client roaming slow (3) (FYI)
WF2 Misbehaving – Dual band capable client connects to 2.4 GHz  when 5.0 GHz is available 
during roam (1) (FYI)
WF2 Misbehaving – Ping pong client (AP/AP) (1) (FYI)
WF2 Misbehaving – Ping pong client (SSID/SSID) (1) (FYI)
WF2 Misbehaving – Ping pong client (2.4GHz / 5 GHz) (1) (FYI)

Issue - Roaming failed counts by AP (current) (by WLC-future)
Issue - Roaming failed counts by location (floor, building, and site) (current) 
Issue - Roaming failed counts by client type (current) 
Issue - Roaming failed counts per client (current) 
Issue - Roaming failed counts over time (current) 
Issue - Roaming times longer than normal by AP (current+1)
Issue - Roaming times longer than normal by location (floor, building, and site) (current+1)
Issue - Roaming times longer than normal by client type (current+1)
Issue - Roaming times longer than normal per client (current+1)
Issue - Roaming times longer than normal over time (current+1)
Trends: For each above issue as trends (future)
Prediction: Roaming times and roaming failure counts (future)

Kairos
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Issues - Wireless connected categories

Client 
experience

Throughput

Issue: Throughput significant drop or spike for overall (all applications) by location (current)
Issue: Throughput significant drop or spike for overall (all applications) by AP (current)
Issue: Throughput significant drop or spike for overall (all applications) by client type (current)
Issue: Throughput significant drop or spike from normal per application by location (floor, building, and site) 
(current+1) 
Issue: Throughput significant drop or spike from normal per application by AP (current+1) (by WLC - future)
Issue: Throughput significant drop or spike from normal per application by client type (current+1)
Trends: For each above issue as trends (future)
Prediction: Throughput 1-5 hours in advance for significant drops or spikes for overall (all applications) by AP 
(current)
Prediction: Throughput 1-5 hours in advance for significant drops or spikes for overall (all applications) by 
application (current+1)
Prediction: Throughput 1-5 hours in advance for significant drops or spikes for overall (all applications) by client 
type (future)

Kairos
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DNA Assurance Workflows

Single user

Multiple users

Client experience
(Access)

1. Single-user onboarding: association, 
authentication, and addressing for 
end-user devices

4. Multi-user onboarding: association, 
authentication, and addressing for 
multiple end-user devices

Multi-site

Network experience
(Connectivity)

2. Single-user connectivity: connectivity 
to network services and applications 
for end-user devices

5. Multi-user connectivity: connectivity 
to network devices and applications 
for multiple end-user devices

7. Site connectivity: geographic / 
topology view of connectivity to 
network devices and applications

Application experience 
(Performance)

3. Single-user application experience: 
application performance experience 
for end-user devices

6. Multi-user application experience: 
application performance for multiple 
end-user devices

8. Site application performance: 
geographic / topology view of 
application performance

9. Compliance: network device configuration, QoS policies, ACLs, licenses, and software version
10. Management: reporting, thresholds, sensors
11. Single-user self-guided: end-user details for device information, connectivity, policies, and RF 
12. Multi-user self-guided: network device details for device information, connectivity, policies, view configuration, connect-to-device and fabric
13. Telemetry: User click interaction with UI, dwell time per page, flows between pages, issue and health feedback, dynamic survey, and make a wish

BRKSDN-2777 70



© 2018  Cisco and/or its affiliates. All rights reserved.   Cisco Public

ü Over 100+ Actionable Insights

Router
Syslog Traceroute

WirelessNetflow
AAA

Switch Telnet DNS CLI
OID MIBSNMP PingIPSLA

DHCP

Guided Remediation 
Actions

Issues
Insights

Correlation 
Complex Event Processing

Network Telemetry
Contextual Data

NetworkApplication

BaselineClients

INSI              GHTS

Wireless
66

Switching
38

Routing
8

DNA Assurance is More than Wi-Fi Clients
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Border/Edge 
Reachability Data Plane Policy Plane Client Onboarding

Control plane reachability

Edge reachability

Border reachability

Routing protocol

MAP server

Border and edge 
connectivity

Border node health

Access node health

Network Services DHCP, 
DNS, AAA

ISE/PxGrid connectivity

Border Node policy

Edge Node policy

Client/Device DHCP

Client/Device DNS

Client authentication / 
authorization

Switch

CPU, Mem, Temp 

Line-card

Modules

POE power

TCAM Table

SDA and Switching Specific Correlated Insights

Total SDA/Switching Insights: 38 issues in DNA-C 1.1
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Client Onboarding Network Coverage
& Capacity

Network Device
Monitoring

Application 
Performance Sensor

Association failures

Authentication failures

IP address failure

Client Exclusion

Excessive on-boarding time

Excessive authentication time

Excessive IP addressing time

AAA, DHCP reachability

Coverage hole

AP License Utilization

Client Capacity

Radio Utilization

Availability 

Crash, AP Join Failure

High Availability

CPU, Memory utilization

Flapping AP, Hung Radio

Power supply failures

Throughput analysis

Roaming pattern analysis

Sticky client

Slow roaming

Excessive roaming

RF, Roaming pattern

Dual band clients prefer 2.4GHz

Excessive interference

Client Experience

Web: HTTP & HTTPS

Email: POP3, IMAP, Outlook 
Web Access

File Transfer: FTP & TFTP

Terminal: Telnet & SSHv2

Wireless Specific Correlated Insights

Total Insights: 66 issues in DNA-C 1.1
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DNA-C Assurance Apple Insights

Device Profile
Client shares these details
1. iPhone 7, iPad Pro
2. iOS 11

Support per device-group 
Policies and Analytics

1 Wi-Fi Analytics
Client shares these details
1. BSSID
2. RSSI
3. Channel #

Insights into the clients 
view of the network

2 Assurance
Client shares these details
Error code for why did it 
previously disconnected

Provide clarity into the 
reliability of connectivity

3
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Network Health
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Network Health—Site View
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Network Health—Topology View
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Network Health—By Device Roles
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Network Health—Device 360 (Part 1 of 3)
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Network Health—Device 360 (Part 2 of 3)
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Network Health—Device 360 (Part 3 of 3)
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Network Issues and Troubleshooting Example—Part 1 of 4
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Network Issues and Troubleshooting Example—Part 2 of 4
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Network Issues and Troubleshooting Example—Part 3 of 4
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Network Issues and Troubleshooting Example—Part 4 of 4
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Wireless
Network

Data 
Plane

AP and Switch

Wireless Network Data Plane Categories

WLC and Switch

RF events

Availability

Client to AP

Utilization
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Wireless
Network

Data 
Plane

AP and Switch

WLC and Switch
WF6 – WLC Ethernet Port LAG mismatch (2) (FYI)

WF6 – AP Ethernet Port LAG mismatch (1800 / 2800 / 3800 ) (2) (FYI)

RF events WF5 – AP Channel changes – signal (us) (2) (FYI)
WF5 – AP Channel changes – Interference (not us) (2) (FYI)
WF5 – AP Channel changes – DFS (2) (FYI)

Availability

WF4 – AP Availability: AP up/down (1) (FYI)
WF4 – AP Hung radio – radio 1 ( no sensor checks ) (1) (FYI)
WF4 – AP Hung radio – radio 2 ( no sensor checks ) (1) (FYI)
WF4 – AP last reboot crash (1) (FYI)
WF5 – AP flapping (1) (FYI)

Client to AP

WF5 Poor RSSI – coverage hole (1) (FYI)
WF5 Flash crowd (1) (FYI)
WF6 AP – AP excessive interference – WiFi (2) (FYI)
WF6 AP – AP excessive interference – non WiFI (2) (FYI)

Utilization

WF6 AP – Utilization: Radio (1) (FYI)
WF6 AP – 2.4 GHz radio utilization (1) (FYI)
WF6 AP – 5.0 GHz radio utilization (1) (FYI)
WF6 AP – CPU Utilization (1) (FYI)
WF6 AP – Memory utilization (1) (FYI)
WF6 AP – Ethernet port utilization (1) (FYI)
Spare capacity (e.g. 1-client count / max client count)
WF5 – AP 5GHz radio utilization (non FRA capable AP) (1) (Issue)
WF5 – AP 5GHz radio utilization (FRA capable AP / FRA disabled) (1)  (Issue)

Wireless Network Data Plane Categories and Issues
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Wireless
Network

Control 
plane

Device health
WLC

Connectivity
AP and WLC

Wireless Network Control Plane Categories

Availability

Utilization

Device health
AP
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Wireless
Network

Control 
plane

Device health
WLC

Connectivity
AP and WLC

Wireless Network Control Plane Categories and Issues

Availability

WF5 – AP flapping between WLCs (1) (FYI)
WF5 – AP VLAN mismatch (flexconnect) (2) (FYI)
WF4 – WLC regulatory domain mismatch between WLC and APs (2) (FYI)
WF5 – AP WLC join failure – AP not joined to its preferred WLC (3) (FYI)

WF4 – WLC down (1) (Issue)
WF4 – WLC power supply failure (1) (FYI)
WF4 – WLC last reboot crash (1) (FYI)
WF4 – WLC HA/SSO – the primary unit / standby hot (2) (FYI)
WF4 – WLC HA/SSO – HA peer unreachable (2) (FYI)
WF4 – WLC HA /SSO – both WLCs active (2) (FYI)
WF4 – WLC EoIP mobility tunnel – Data channel down / peer WLC up (2) (FYI)
WF4 – WLC EoIP mobility tunnel – control and data channel down / peer WLC up (2) (FYI)
WF4 – WLC EoIP anchor tunnel – data channel down / peer WLC up (2) (FYI)
WF4 – WLC EoIP anchor tunnel – control and data channel down / peer WLC up (2) (FYI)
WF5 – WLC Excessive inter-WLC roaming (L2) (2) (FYI)
WF5 – WLC Excessive intra-WLC roaming (L3) (2) (FYI)
WF4 – WLC Mobility bug (CP) (3) (FYI)
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Wireless
Network

Control 
plane

Device health
WLC

Wireless Network Device Health Issues

Utilization

Temperature
FAN
QoS Table Usage (Queue depth, Buffer)

Interface Statistics - Error, Discard, FCS, 
Runts, resets

Queue Utilization wit drop counters

WF4 – WLC utilization – Radius queue (1) (FYI)
WF6 – WLC utilization – memory (1) (FYI)
WF4 – WLC AP license utilization (1) (Trend)
WF4 – WLC AP license exhausted (1) (FYI)
WF4 – WLC AP Capacity (1) (Trend)
WF4 – WLC client capacity (1) (Trend)
WF6 – WLC utilization – CPU (1) (FYI)
WF6 – WLC utilization – WLC Ethernet port utilization (Rate/load, Tx/Rx 
indivual vs bidirectional, duplex speed) (2)(FYI)
WF6 – WLC low free Mbuf (2) (FYI)
WF6 – WLC high WQE pool usage (2) (FYI)
WF6 – WLC high packet pool usage (2) (FYI)
WF6 – WLC low available timer (2) (FYI)
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Network Control Plane Issues

SDA

Network

Control 

plane

Control plane 

health

Fabric control 

plane and 

border / edge 

node 

reachability

• Network device (fabric edge, or border)failed to reach control plane 

server (1) 

• Routing protocol adjacency failure from network device (2)

• Routing protocol flap ( OSPF / ISIS ) (3)

• Controller failed to reach control-plane (1)

• Control plane cannot communicate with backup control plane (1)

• Map server request / response drops / errors (2) -

• EID registration request / response, drops / errors (2)

Connectivity

Performance

• Control plane node down (1)

• MAP cache limit reached (1)

• Compliance LSIP control plane – consistency of MS/MR (between 

redundant ones) (4)

• LISP EID forwarding entries (3)

• MAD database Trend (utilization, absolute entries, request per second) (3)

• Control plane stats (Fabric utilization) (2)

Edge node 

health

• LISP control-plane (MAPDB) database inconsistency in the edge device 

(2)

• Datapath LISP forwarding entries stat (3)

• Routing information base (RIB) vs. Forwarding Information Base (FIB) (3)
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SDA
Network Data Plane

• Network device (Border, Edge) failed to reach to DNS server (1)
• Network device (Border, Edge) failed to reach DHCP server (1)
• Network device (Border, Edge) failed to reach AAA/ ISE server (1)

Network services

Border and edge 
node connectivity

• Failed to reach from fabric edge to fabric border – overlay (1)
• Failed to reach from fabric edge to fabric border – underlay (1)

Access node 
health

• Fabric edge uplink (facing towards border) interface status (1)
• New user cannot forward traffic due to map cache limit 

reached

Border node 
health

• Controller cannot reach border node (1)
• Broder node cannot connect outside Fabric (1)
• Border uplink (facing towards edge) interface up/down (1)
• Border to external network services reachability

edge to edge 
connectivity

• Edge node cannot reach another edge node (1)

• Controller cannot 
reach NDP (1)

• Controller cannot 
reach network 
services (1)

Network Data Plane Issues
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SDA
Network

Policy Plane

ISE and access 
node connectivity

• Failed to communicate with controller (PXGRID problem) (1)

Edge node

• Failure to install an access policy for SGT (1) (Failed to 
install policy in Edge node)

• Failure to download access policy rules for SGT from ISE –
Edge (1)

• Failure to download the source list of access policy for SGT 
– Edge (1)

• Failure to uninstall an access policy for SGT (1)
• Failure to install an Ipv6 access policy for SGT (1)

Border node 
health

• Failure to download the destination list for access policy for 
SGT – Border (1) (Failed to install policy in Fabric border 
node)

• User policy instantiation failure 
due to not TCAM

• User policy instantiation failure 
due to SW failure on device

Network Policy Plane Issues
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Path Trace—Part 1 of 4
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Path Trace—Part 2 of 4 (Device Details and Stats)
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Path Trace—Part 3 of 4 (Interface Details and Stats)
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Path Trace—Part 4 of 4 (QoS and ACL Stats)
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PathTrace—How Does it Work?
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Application Health—Global

99



© 2018  Cisco and/or its affiliates. All rights reserved.   Cisco Public

How Should Network App Treatment Quality be Measured? 

A "service class" represents a set of traffic that requires specific delay, loss, 
and jitter characteristics from the network. 

Conceptually, a service class pertains to applications with similar 
characteristics and performance requirements…

—RFC 4594, Section 1.3

The 3 basic component metrics of Network Application Treatment Quality:
Delay / Latency

Jitter
Loss
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Application Experience—Client 360
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Sources of Application Health KPIs

Source: Netflow

Source: ART

Source: PerfMon

Source: IP SLA

Source: CB-QoS MIB

DNA Assurance uses multiple sources of data to generate a 
multi-dimensional Application Health Score, currently based 
on packet-loss, latency and jitter
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Calculating Jitter and Loss for RTP Apps
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Calculating Jitter and Loss for TCP Apps

TT

Client Server

X

SYN

SYN-ACK

ACK 6 

Request 1

ACK

DATA  4

DATA  3

DATA  5

DATA  3

Request 1 (Cont)

X

DATA  4

DATA  1

Request  2

DATA 6

DATA  2

ACK 3 

ACK  

SND

CND

Request

Response

Retransmission

RT

Response Time 
(RT)

t(First response pkt) 
– t(Last request pkt)

Transaction 
Time (TT)

t(Last response pkt) 
– t(First request pkt)

Network Delay 
(ND)

ND = CND + SND

Application 
Delay (AD)

AD = RT – SND

ART

SND = Server Network Delay

CND = Client Network Delay
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Network Ops

Network is stable. 
Must be the app.

AppDev

Code is fine. 
Don’t care 

about 
anything else

IT Routing Loop

Helpdesk

Dear User: We do not have enough info/context to troubleshoot further and are thus closing your case.

Network
problem or 

App 
problem?

Troubleshooting Applications
The Network vs. App Triage Decision
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Remote 
User

Data Center

Application 
Servers

Stack

Small Branch
Medium Branch

Large Branch

Campus

DNA Assurance / AppDynamics Integration

Application 
Servers

AppDynamics Integration:
• Triage (App or Network Issue?)

Remote 
User

EM
DNAC
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AppDynamics Dashboard and Insights
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DNA Analytics and Assurance Techtorial
• The top-of-mind issue for most CIOs is digital transformation

• Most networking departments today are bogged down by operations, spending 
the majority of their time manually configuring and troubleshooting their 
networks

• Enabling an intent-based closed-loop architecture, including automation and 
analytics, significantly frees up IT time and resources

• This techtorial focused specifically on the role of analytics and assurance in the 
enterprise network architecture

• Client, Network and Application health monitoring, reporting and troubleshooting 
were all presented in-depth, as were additional use-cases of DNA Assurance.

• Additional ongoing-development initiatives were previewed, including Machine 
Learning, Application Integration (Skype-for-Business example) and Application 
Dynamics integration
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